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Trustworthy Machine Learning
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TrustworthyML refers to systems that exhibit reliability in their actions

https://www.wolfram.com/language/12/molecular-structure-and-computation

LawMedicine Finance Healthcare



Why is TrustworthyML Important?
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▪   High-stakes decision-making
▪  Accuracy alone is not enough 
▪  Ensure that model decisions can be trusted

▪   Trust ≠ Accuracy, it requires:
▪   Explainability and Interpretability
▪   Algorithmic Bias
▪   Robustness
▪   Privacy

Chirag Agarwal | Aikyam Lab 
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Why is TrustworthyML Important?
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Trustworthy properties are not emergent – recent results of foundation 
model depends on large dataset and models

https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/



Lung X-ray Image
Deployed Black-box 

ML Model

“You have Lung Cancer”

Patient

Doctor
Why?
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Models should be Explainable

Can I trust this?

Chirag Agarwal | Aikyam Lab 
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Models should be Safe
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Adversarial Examples
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“Nurse”

“Doctor”

NO FACE
DETECTED

NO FACE
DETECTED

SEX: MALE
RACE: WHITE

SEX: FEMALE
RACE: WHITE

But they are 
the same!
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Models should be Aligned



Private?

Gender: Male + 𝜀2

Race: White + 𝜀3

Age: 15 + 𝜀1
Gender: Male

Race: White

Medical data

Biometrics

Location data

Age: 15

Please delete my 
information!

No

Yes

𝜀𝑖 : noise that makes data private

Private?

Your data is 
unlearned

Model Unlearning

Models should be Private
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Private?

Privacy

Model and Data Unlearning

Gender: Male + 𝜀2
Race: White + 𝜀3

Age: 15 + 𝜀1 Gender: Male
Race: White
Medical data

Biometrics
Location data

Age: 15

Please delete my 
information!

No
Yes

𝜀𝑖 : noise that makes 
data private

Private?

“Your data is 
unlearned”

Model Unlearning

AI Alignment
“Nurse”

“Doctor”

Aligning Frontier Models to Human Values

NO FACE
DETECTED NO FACE

DETECTED
SEX: MALE

RACE: WHITE

But they 
are the 
same!

AI Safety
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Benchmarking and Mitigating AI Safety in Frontier Models

Adversarial Examples

Black Box 
Model 

Explainable AI

Explanations using Post Hoc and Mechanistic 
Interpretability Methods

Lung X-ray Image ML Model

“You have Lung Cancer”

Patient

Doctor
Why?

Can I trust this?
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On the Hardness of Faithful Reasoning in LLMs, ICML'24

On the Impact of Fine-Tuning on CoT Reasoning, NAACL'25

Uncertainty In Explanations of LLMs, AISTATS'24
Analyzing LLM Memorization, Oral, NAACL'25

MedSafetyBench, NeurIPS'24
Certifying LLM safety against adversarial prompting, COLM'24

CLINIC, arXiv’25

GNNDelete, ICLR'23
Towards Operationalizing Right to Data Protection, NAACL'25

Towards a Systematic Evaluation of Hallucinations in LVLMs, ARR'25
On the (Un)Reliability of Explanations from LLMs, arXiv'25
Understanding the Effects of Iterative Prompting on Truthfulness, ICML'24
Debiasing LVLMs with Additive Residuals, CVPR'23



Agenda
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▪   (Un)reliability of reasoning in LLMs
▪  Faithfulness
▪  Uncertainty
▪  Hallucinations

▪   Multilingual LLMs
▪  Why can’t LLMs reason multilingually?
▪  Benchmark

▪  Multimodal Explainability
▪  Why hasn’t XAI caught up with Multimodal models?
▪  New directions!

Chirag Agarwal | Aikyam Lab 
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Agenda

11

▪   (Un)reliability of reasoning in LLMs
▪  Faithfulness
▪  Uncertainty
▪  Hallucinations

▪   
▪
▪

▪
▪
▪
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Frontier Models
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Frontier models are large-scale ML model trained on a broad dataset using 
self-supervised learning that can be adapted for a wide range of downstream 
tasks
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Q&A

Image 
Captioning

Information
Extraction

Object
Recognition

…
.

.
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Wei et al. "Chain-of-thought prompting elicits reasoning in large language models." NeurIPS, 2022

A series of intermediate reasoning steps

Chain of Thought (CoT)



The (Un)Reliability of CoT Reasoning
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15
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Are CoT reasoning reliable?: Faithfulness

Your white blood 
cell count was high

MedicalAgent

Why was I diagnosed 
as Epileptic?

Faithfulness test shows spurious features such as 
the number of days since the last medical visit 
or the specific day of the week the appointment 

falls on as important!

Agarwal et al. "Faithfulness vs. plausibility: On the (un) reliability of explanations from LLMs." arXiv, 2024
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Faithfulness Tests for CoT

Lanham, et al. "Measuring faithfulness in CoT reasoning." arXiv, 2023.
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Difficulty of Faithful CoT Reasoning in LLMs

Lanham, et al. "Measuring faithfulness in CoT reasoning." arXiv, 2023.
Tanneru et al. "On the Difficulty of Faithful CoT Reasoning in LLMs." TiFA workshop, 2024
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Difficulty of Faithful CoT Reasoning in LLMs

Lanham, et al. "Measuring faithfulness in CoT reasoning." arXiv, 2023.
Tanneru et al. "On the Difficulty of Faithful CoT Reasoning in LLMs." TiFA workshop, 2024
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Can we make LLMs elicit Faithful Reasoning?

Tanneru et al. "On the Difficulty of Faithful CoT Reasoning in LLMs." TiFA workshop, 2024.

▪  Fine-tuning

▪  In-Context Learning (ICL)

▪  Activation Editing
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In-context Learning

Chirag Agarwal | Aikyam Lab 
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Inference Time Intervention (Activation Editing)

Li et al. Inference-time intervention: Eliciting truthful answers from a language model. NeurIPS, 2024.
Tanneru et al. "On the Difficulty of Faithful CoT Reasoning in LLMs." TiFA workshop, 2024.

Measuring Faithfulness
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Are CoT reasoning reliable?: Uncertainty

Tanneru et al. "Quantifying uncertainty in natural language explanations of large language models." AISTATS’24
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Don’t ask LLMs their confidence! Ask me about 
my confidence.

▪ The model always says it’s 100% 
confident in its explanation

▪ The model doesn’t always know 
what it doesn’t know

▪ Not offering any signal into how 
trustworthy the explanations are

Tanneru et al. "Quantifying uncertainty in natural language explanations of large language models." AISTATS’24



Are CoT reasoning reliable?: Hallucination

Huang et al. Visual hallucinations of multi-modal large language models. arXiv, 2024
Wang, et al. Videohallucer: Evaluating intrinsic and extrinsic hallucinations in large video-language models. arXiv, 2024

Intrinsic Hallucination Extrinsic Hallucination



Interpret the object dining table 
with respect to its context within 

the image. Let's think step by step.

LVLM

In the image, a red double-decker bus is driving down a street with several 
people on the top deck, enjoying the ride. There is also a dining table visible 
in the scene. To interpret the dining table's context within the image, we can 
consider the following steps:

1. Identify the purpose of the dining table: The dining table is likely 
placed outdoors, possibly for an event, … or a temporary setup.

2. Consider the location: The dining table is located near the street, … 
passengers to have a place to sit and eat during their journey.

3. Analyze the context: The presence of the dining table in the image 
indicates that the scene might be a casual, … to have a meal or simply 
relax and enjoy the view.

Are CoT reasoning reliable?: Hallucination

(Visual Context Prompt)

Extrinsic Hallucination 
as the model reasons to 

justify response
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Seth et al. ”Decoding Hallucinations in Large Visual Language Model”, arXiv, 2025



Agenda
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▪
▪
▪
▪

▪   Multilingual LLMs
▪  How trustworthy are multilingual LLMs?
▪  Why can’t LLMs reason multilingually?

▪
▪
▪
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https://www.visualcapitalist.com/a-world-of-languages/

Why Multilingual LLMs?

With over 7,000 languages 
spoken globally, there is a 

pressing need for models that 
can comprehend and generate 
text across multiple languages



Multilingual LLMs
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Parameter-tuning vs. parameter-frozen 
alignment

Qin, Libo, et al. A survey of multilingual large language models. In Patterns 6.1, 2025



Parameter-tuning vs. parameter-frozen 
alignment

Qin, Libo, et al. A survey of multilingual large language models. In Patterns 6.1, 2025



Safety in Multilingual LLMs

Wang, Wenxuan, et al. "All languages matter: On the multilingual safety of large language models." arXiv, 2023
Shen, Lingfeng, et al. The language barrier: Dissecting safety challenges of llms in multilingual contexts. arXiv, 2024.



Zou et al. Universal and transferable adversarial attacks on aligned language models. arXiv, 2023

AI Safety
Generating Label-based Attacks

AI Safety



Han et al. Medsafetybench: Evaluating and improving the medical safety of large language models. NeurIPS, 2024

AI SafetyBut what are its implications? AI Safety



CLINIC : Evaluating Multilingual Trustworthiness in 
Healthcare



Constructing CLINIC

Ghosh et al. CLINIC: Evaluating Multilingual Trustworthiness in Language Models for Healthcare, under review, 2025



Results: Truthfulness

Ghosh et al. CLINIC: Evaluating Multilingual Trustworthiness in Language Models for Healthcare, under review, 2025



Results: Toxicity

Ghosh et al. CLINIC: Evaluating Multilingual Trustworthiness in Language Models for Healthcare, under review, 2025



Qualitative examples

Ghosh et al. CLINIC: Evaluating Multilingual Trustworthiness in Language Models for Healthcare, under review, 2025



Qualitative examples

Ghosh et al. CLINIC: Evaluating Multilingual Trustworthiness in Language Models for Healthcare, under review, 2025
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41

▪
▪
▪
▪

▪   Multilingual LLMs
▪  How trustworthy are multilingual LLMs?
▪  Why can’t LLMs reason multilingually?

▪
▪
▪
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Why don’t Multilingual LLMs Reason?
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Ghosh et al. The multilingual mind: A survey of multilingual reasoning in language models. arXiv, 2025.

Lack of Robust Benchmarks



Why don’t Multilingual LLMs Reason?
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Ghosh et al. The multilingual mind: A survey of multilingual reasoning in language models. arXiv, 2025.



Agenda
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▪
▪
▪
▪

▪   
▪
▪

▪ Multimodal Explainability
▪  Why hasn’t XAI caught up with Multimodal models?
▪  New directions!
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XAI has not kept pace with the Multimodal 
Surge

45
Agarwal et al. Rethinking Explainability in the Era of Multimodal AI. arXiv, 2025.



Tracing and Quantifying Node Importance 
via Circuit Interventions in LLM

46
Agarwal et al. Rethinking Explainability in the Era of Multimodal AI. arXiv, 2025.



Unified Stability

47
Agarwal, Chirag. Rethinking Explainability in the Era of Multimodal AI. arXiv, 2025.
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Papers, Code, and Data 
chirag-agarwall.github.io

 
Thank you!!
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